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Abstract—Black box testing focuses on the core functionality of the system, while user interface testing is concerned with details of user interactions. Functional and user interface test cases are usually generated from two distinct system models, one for the functionality and one for the user interface. As a result, test cases derived from each model capture only partial system behavior and as such, are inadequate for testing full system behavior. We propose a method for formally integrating the model for the system functionality and the model for the user interface. The resulting composite model is then used to generate more complete test cases, capturing detailed user interactions as well as secondary system interactions. In this paper we employ use cases for modeling system functionality, and task models for describing user interfaces.
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I. INTRODUCTION

Use case models are the medium of choice for expressing functional requirements, while task models are employed to capture User Interface (UI) requirements and design information. As such, use case models capture UI independent primary interactions as well as interactions with secondary actors and internal system steps. Task models capture UI specific primary interactions but leave out secondary interactions and internal computations. Both models are used to derive functional test cases [1;2;3] and UI test cases [4;5;6], respectively.

Since both the use case model and the task model capture only a partial view of the system, test cases derived from either artifact only cover a subset of the system’s interactions, omitting either the detailed user interactions or the interactions with secondary actors. Consequently, due to the lack of a comprehensive testing model, functional testing and UI testing are often performed separately in a nonintegrated manner; i.e., the functionality is typically tested without the UI and the UI is tested without the system functionality.

A running system, however, is the result of the integration of both aspects and as such should ideally be tested in an integrated manner. This requires an adequate model of the expected system behavior against which the behavior of the running system can be compared. If possible this model should already be in use in the development process or be derivable from already existing models. In this paper, we propose the development of such a composite model from use case and task models. Test cases generated from this composite model cover both aspects of the system in an integrated manner.

We define a common formal semantics for use case and task models based on the well-known formalism of labeled transition systems (LTSs). The semantics enables us to define a refinement relation between the two artifacts, which formally captures the notion of consistency between them. Furthermore, under the assumption that the task model is a valid refinement of the use case model, we formally define the merging of both artifacts to a composite LTS. Finally we explain how this unified model can be used to generate integrated test cases using existing techniques [7;8;9;10]. To our knowledge this is the first formal technique proposed for generating such integrated tests. The research results presented here build upon and extend the foundational work on a core semantics for use cases and task models described in [11;12].

The remainder of this paper is structured as follows: In Section 2, we provide background information on use case and task models and relate both artifacts from a practical viewpoint. Section 3 presents mathematical preliminaries surrounding LTSs needed for the definition of a common formal semantics. The latter is given in Section 4, together with a formalization of refinement. Based on the formal semantics we define the integration of both artifacts in Section 5 and its usage for test case generation. Section 6 reviews relevant related work. We conclude in Section 7.

II. BACKGROUND

In this section we provide the necessary background information on use case and task modeling. For each concept we present the main features, concrete notations, and a comprehensive example. Finally, both concepts are compared, and main commonalities and differences are contrasted. The insights thus gained allow us to formally integrate use cases and task models at the semantic level.

A. Use Case Modeling

Since their introduction by Jacobson [13] in the early 90s, creating use cases has become a key software development activity. Growing evidence suggests that the adoption of use case modeling leads to significant benefits
for customers and developers alike, through clearer requirements understanding, and through greater programming automation [14;15;16].

A use case model captures the “complete” set of use cases for an application, where each use case specifies possible usage scenarios for a particular functionality offered by the system. Every use case starts with a header section consisting of various properties (e.g., primary actor, goal, goal-level, etc.). The core of a use case is its main success scenario, which lays out the most common way for the primary actor to reach their goal when using the system. Use case extensions define alternative scenarios which may or may not lead to fulfillment of the use case goal.

Different notations for expressing use cases possessing varying degrees of formality have been suggested. They range from purely textual constructs written in prose [14] to entirely formal specifications written in Z [17], as well as abstract state machines [18] and graph structures [19]. In this article we adopt an intermediate solution [20;21], which enforces a formal structure, but also preserves the intuitive nature of use cases: We formalize the sequencing of use case steps and their kinds and types, but leave the associated actions and conditions to be specified informally.

As shown in Figure 1, a use case consists of a property section, a main success scenario, and a set of extensions. Both the main success scenario as well as each extension consist of a sequence of use case steps, which can be of five different kinds: Atomic steps are performed either by an actor (primary or secondary) or the system, and contain no sub-steps; Choice steps provide the primary actor with a choice between several interactions, each interaction being in turn defined by a sequence of steps; Concurrent steps define a set of steps the primary actor may perform in any order; Goto steps denote jumps to other steps within the same use case; and finally, Include steps define the inclusion of a sub-use case.

Atomic steps are further distinguished by the type of interaction they describe. In particular, we distinguish between input (?), output (!), and internal (~) steps. Input steps are either carried out by the primary actor (primary input) or a secondary actor (secondary input). Output steps denote system messages that are either directed to the
primary actor (primary output) or a secondary actor (secondary output). Internal steps denote internal system computations which do not yield a visible effect, for neither the primary nor for any secondary actor.

A use case model is well-formed if: (1) Every use case in the use case model, except for a designated root use case, is directly or indirectly included in the root use case. (2) Each internal system step is associated with an extension and is followed by an output step. (3) Any sequence of internal and/or secondary interaction steps is directly preceded by a primary input step, and is directly followed by a primary output step. For the full list of well-formedness rules please consult [11].

The use case of Figure 2 captures the interactions for the “Order Product” functionality of an invoicing system. The main success scenario describes the situation in which the primary actor directly accomplishes their goal of ordering a product. The two extensions specify alternative scenarios, which both lead to the abandonment of the use case goal. For convenience, each use case step has been further attributed with a mnemonic label and a type, where 'I' and 'S' denote primary input and secondary input steps respectively, '!1' and '!2' denote primary output or secondary output steps, and ~ denotes an internal step.

B. Task Modeling

Task modeling is a well accepted technique supporting user-centered UI design [5]. In most UI development approaches, the task model is the primary input to the UI design stage. Task models capture the complete set of tasks that users are allowed to perform when using the application, as well as how the tasks are related to each other. Like use cases, task models describe the user’s interaction with the system (primary interactions). Task models however, do not capture secondary interactions and internal system steps, as these are irrelevant for UI design [21]. The primary purpose of task models is to systematically capture the way users achieve a goal when interacting with the system [22].

Various notations for task models exist. Among the most popular ones are ConcurTaskTrees (CTT) [5], GOMS [23], TaO Spec [24], and HTA [25]. Even though all these notations differ in terms of presentation, level of formality, and expressiveness, they share the following common tenet: Tasks are hierarchically decomposed into sub-tasks until an atomic level has been reached. In what follows we describe in detail the Extended ConcurTaskTrees (ECTT) task-modeling notation first introduced in [26], which is an extension of CTT.

In ECTT, tasks are arranged hierarchically with more complex tasks decomposed into simpler sub-tasks. ECTT includes a set of binary and unary temporal operators: The former are used to temporally link sibling tasks at the same level of decomposition, whereas the latter are used to qualify optional, iterative, and stop tasks. A summary of ECTT operators is given in Table 1. We note that the binary operators have similar—yet not semantically identical—counterparts in LOTOS [27].

<table>
<thead>
<tr>
<th>Operator</th>
<th>Syntax</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enabling</td>
<td>t1 ⋱</td>
<td>t2</td>
</tr>
<tr>
<td>Choice</td>
<td>t1 ] t2</td>
<td>Either t1 or t2 is executed. The execution of one task disables the other one.</td>
</tr>
<tr>
<td>Order Independence</td>
<td>t1 ⊨ t2</td>
<td>Execution of t1 and t2 in any order.</td>
</tr>
<tr>
<td>Concurrency</td>
<td>t1 ⊤ t2</td>
<td>Interleaved execution of t1 and t2 and their subtasks</td>
</tr>
<tr>
<td>Iteration</td>
<td>t*</td>
<td>t may be executed repetitively (0 or many times).</td>
</tr>
<tr>
<td>Optional Tasks</td>
<td>[t]</td>
<td>t may be executed or not.</td>
</tr>
<tr>
<td>Stop</td>
<td>stop(t)</td>
<td>t cannot enable any tasks</td>
</tr>
</tbody>
</table>

An example of an ECTT task model is given in Figure 3. It corresponds to the “Order Product” use case defined in Figure 2. The task model is visualized as a task tree, which clearly portrays the hierarchical breakdown of high-level tasks into lower-level tasks. The execution order of tasks is determined by the temporal operators that are defined between peer tasks. An indication of the task type is given by the icon used to represent a task. ECTT distinguishes
between three different task types: primary input, primary output, and abstract tasks. Primary input tasks are performed by the user (through the UI), primary output tasks are performed by the system and have an externally visible outcome to the user. Abstract tasks denote high-level tasks which can involve both primary input and primary output tasks. As a well-formedness criterion for ECTT task models, we require that the task type of atomic tasks be either primary input or primary output.

C. Use Case and Task Models in the Development Process

In practice, use case models are employed to document functional requirements, whereas task models are used to describe UI requirements and designs. Ideally, the functional requirements captured by use cases are independent of any particular UI. In contrast, the requirements and design information captured by task models take into account the specifics of a particular type of UI. The upshot is that the use case model captures the bare functional requirements of the system, which are then further “refined” by the task model, taking UI specific interactions into account. With this understanding we identify two main differences that are pertinent to how both models are applied by practitioners:

- In use case models, requirements are captured at a higher-level of abstraction while task models are more detailed. Hence, the atomic actions of a task model are often lower-level UI details that are irrelevant (actually contraindicated [14]) in the context of a use case.
- Task models concentrate on aspects that are relevant for UI design. As such, usage scenarios are strictly depicted as input-output relations between the user and the system. Internal steps and secondary interactions—which are hidden from the end user—as specified in use case models, are not captured.

As depicted in Figure 4, viewed separately, the use case and task model capture only a partial view of the system. As a consequence, test suites derived from either artifact will never capture the full system behavior. More comprehensive test suites can be obtained if both models are integrated into a single composite model, which can then be used for test case generation.

In what follows we discuss how such integration is possible, under the condition that the task model is a refinement of the use case model, i.e., both are consistent models of the same system. A prerequisite for the definition of the refinement relation and the integration of use case and task models is a common formal semantics; the definition of which is detailed in the subsequent sections.

III. NOTATION AND MATHEMATICAL PRELIMINARIES

The common semantic domain we propose for use case and task models is a typed labeled transition system (tLTS). Its definition is similar to the definition of an ordinary LTS [28] with the exception that each action is assigned a unique type. Moreover, we characterize a subset of the states as final states in order to use them in the sequential composition of tLTSs.

Definition 1. Typed Labeled Transition System. A typed labeled transition system is a tuple $\langle \mathcal{P}, \mathcal{A}, \mathcal{S}, \mathcal{F}, \mathcal{I} \rangle$ where

- $\mathcal{P}$ is a countable nonempty set of states,
- $\mathcal{A}$ is a set of observable actions,
- $\mathcal{S} = \langle \mathcal{P}, \mathcal{A} \rangle$ is the transition relation (where $\mathcal{A}$ denotes the distinguished unobservable action, such that $\notin \mathcal{P}$), and $\mathcal{I} \in \mathcal{P}$ is the initial state. We extend the notion of traditional LTSs by reserving a set of final states $\mathcal{F} \subseteq \mathcal{P}$ for the sequential composition (given in Section IV) of tLTSs. The typing function $\rho: \mathcal{S} \rightarrow \{?^1, ?, !, !^2\}$ associates each element in $\mathcal{S}$ with a unique type reflecting the various use case step types and task types.

We use $q \xrightarrow{a} q'$ to denote that $(q, a, q') \in \rightarrow$. For graphic representation of an tLTS $(\mathcal{S}, \mathcal{A}, \mathcal{I}, \mathcal{F}, \rho)$ we use an arrow to indicate the initial state and a double-circle to denote final states in $\mathcal{F}$. Furthermore, the standard abbreviations defined in Figure 5 will be used as shorthand.
Let \( A \subseteq L ; q, q' \in Q ; \sigma = a_1a_2 \ldots a_n; a \in L ; u \in (L \cup \{ \tau \}) \) then
\[
q^{u} \rightarrow q' \iff \exists q', q^{u} \rightarrow q'
\]
\[
q^{a} \rightarrow q' \iff \exists q_1, \ldots , q_{n-1} \rightarrow q_1 \rightarrow a_2 \rightarrow \ldots \rightarrow a_{n-1} \rightarrow q_{n-1} \rightarrow a_n \rightarrow q'
\]
\[
q \rightarrow q' \iff q^{\tau \rightarrow a} \rightarrow q'
\]
\[
q^{a} \rightarrow q' \iff \exists q_1, \ldots , q_{n-1} \rightarrow a_1 \rightarrow a_2 \rightarrow \ldots \rightarrow a_{n-1} \rightarrow q_{n-1} \rightarrow a_n \rightarrow q'
\]
\[
q \Rightarrow q' \iff \exists q', q \Rightarrow q'
\]
\[
q \Rightarrow \exists q'. q \Rightarrow q'
\]
\[
q \text{ ref } A \iff \exists a \in A, q \Rightarrow a
\]

Figure 5. Notations for tLTSs

In what follows we remind the reader of relevant definitions pertinent to labeled transition systems [7,28]. The set of all traces of a tLTS \( M \) is defined as:
\[
\text{traces}(M) = \{ \sigma \in L^\ast \mid q_0 \sigma \Rightarrow q \}
\]
Each trace contains a sequence of observable actions. We also define the set of traces that lead to a particular state \( q \) in \( M \):
\[
\text{tracesTo}(M, q) = \{ \sigma \in L^\ast \mid q_0 \sigma \Rightarrow q \}
\]
After \( \sigma = \{ q' \mid q \Rightarrow q' \} \) denotes the set of all states reachable from \( q \) by accepting the sequence \( \sigma \). The set of refusals for a given state \( q \) and sequence of actions \( \sigma \) is defined as:
\[
\text{Ref}(q, \sigma) = \bigcup A. 3 q' \in (q \text{ after } \sigma). q' \text{ ref } A.
\]
Having specified the notions of traces and refusals, we are now able to define testing equivalence. Two systems are testing equivalent, if in addition to trace equivalence, they have the same refusal properties [7].

Definition 2. Testing Equivalence between tLTSs. Let \( M_1 = (Q_1, L_1, \rightarrow_1, q_0, \rho_1) \) and \( M_2 = (Q_2, L_2, \rightarrow_2, q_0, \rho_2) \) be two tLTSs. \( M_1 \) and \( M_2 \) are testing equivalent (\( M_1 \equiv_{te} M_2 \)) if:
\[
\forall \sigma \in \text{traces}(M_1). \text{Ref}(q_0, \sigma) = \text{Ref}(q_0, \sigma).
\]

Note that this notion of equivalence does not take into account the respective final states sets \( (F_1 \) and \( F_2) \) and typing functions \( (\rho_1 \) and \( \rho_2) \) as these will only be needed for the composition and merging of tLTSs.

Finally we define the set of unstable states, which is required for the integration procedure presented in Section 5. A state is unstable if it serves as a source state for at least one transition triggered by \( \tau \).

Definition 3. Unstable States. The set of unstable states \( Q^\tau \subseteq Q \) is defined as follows:
\[
Q^\tau = \{ q \mid \exists q'. q \Rightarrow^\tau q' \}
\]

IV. A COMMON LTS SEMANTICS FOR USE CASE AND TASK MODELS

A prerequisite for the behavioral merge of use case and task model is a common formal semantics, and a definition of refinement that relates both artifacts. An overview of both will be given in this section. The full details can be found in [11].

A. Semantics for Use Case Models

The semantic mapping from a use case model into a tLTS is defined in a bottom-up manner, starting with the mapping of individual use case steps. Each of the five kinds of use case steps enumerated in Figure 1 has its own specific mapping to a tLTS. We start with the mapping of atomic steps. As shown in Figure 6, depending on the step type, two different tLTSs are generated. The rationale behind each case is as follows:

Internal use case steps are not observable by actors and thus may non-deterministically result in \( n + 1 \) different outcomes, one being captured in the main success scenario, and the remaining \( n \) outcomes in the corresponding extensions. As depicted in Figure 6 (left) the former (MSS) results in a final state, which will be used for the sequential composition with the tLTS representing the next step in the main success scenario. The latter \( (e_{X_{1}}, \ldots, e_{X_{n}}) \) result in a set of states which will be used for the sequential composition with the tLTSs representing the various extension steps.

In contrast to internal system steps, which are performed by the system and cannot be observed by actors, primary or secondary interactions are performed or observed by either the primary or a secondary actor. As such, they do not have an alternative outcome per se, but may be associated (by virtue of one or more extensions) with alternative steps which are performed instead of the actual step. The resulting tLTS consists of only one transition, representing the use case step (Figure 6 right). Alternative steps are captured in the tLTSs representing the corresponding extensions.

The mappings of the remaining step kinds are briefly outlined next. A Choice step is mapped to a composite tLTS which unifies the initial states of each possibility’s tLTS (Figure 9 right). A Concurrent step corresponds to the construction of the product machine of its constituent tLTSs. A Goto step is mapped to a tLTS consisting of a single state defined to be equivalent to the initial state of the jump target’s tLTS. The corresponding tLTS for an Include step consists of two states: one identified with the initial state of the tLTS of the main success scenario of the invoked sub-use case, and the other identified with all final states of the sub-use case’s tLTS.

Now that individual use case steps can be formally represented by tLTSs, we can link arbitrary sequences of steps using sequential tLTS composition (Figure 9 left),
which unifies the final states of its first operand with the initial state of its second operand. An entire use case is mapped to a tLTS by relating the tLTSs representing the main success scenario and all extensions. Similarly, an entire use case model is mapped to a tLTS by composing the tLTSs representing its use cases, which, in accordance with well-formedness rule (1) (Section II.A) are interrelated through include relationships. Figure 7 portrays the tLTS obtained from the semantic mapping of the “Order Product” use case of Figure 2. It has three final states: \(q_{u11}\) denoting the successful outcome of the use case (i.e., the customer’s order placement succeeded), \(q_{u2}\) denoting the case where the product is not available, and \(q_{u13}\) denoting the case where the payment was not authorized.

B. Semantics for Task Models

Similar to the semantic mapping of use cases, the mapping of ECTT task models to tLTSs is performed in a bottom-up manner. Building blocks are the atomic tLTS, \(\text{Atomic}\), and \(\text{Skip}\) tLTS as depicted in Figure 8. Each atomic ECTT task expression is mapped into an atomic tLTS, whose single action adopts the same type as the associated atomic task (i.e., primary input (\(?\)) or primary output (\(!\))).

In contrast to deterministic choice composition, nondeterministic choice composition does not merge the initial states of the involved tLTSs, but instead introduces a new initial state which contains \(\tau\) transitions to the initial states of the respective operant tLTSs. The parallel composition of two tLTSs constructs a product machine that defines all possible “interleavings” of the transitions defined in both operands. The iterative composition defines for each state in \(E\), a new transition to each of the states directly reachable from \(q\). Using the composition operations we define the semantic mapping from ECTT task expressions to tLTS as follows:

**Definition 4. Mapping an ECTT Task Expression to tLTS.** Let \(t\) be an atomic ECTT task and \(\varphi, \psi\) be arbitrary ECTT task expressions. We then define the mapping \(M\) to tLTSs as follows:

\[
M[t] = t_{\text{LTS}}
\]

\[
M[\varphi] = M[\varphi] \cdot M[\psi]
\]

Sequential composition (\(|\cdot|\)), deterministic choice composition (\(|\#|\)), nondeterministic choice composition (\(|\#|_{N}\)), parallel composition (\(|\parallel|\)), and iterative composition (\(|\ast|\)). In what follows, we will give an overview of these operations. The full details can be found in [11]. As already discussed in the previous section, the sequential composition of tLTSs consists of unifying the final states of the first operand and the initial state of the second operand. The deterministic choice composition merges the initial states of the involved tLTSs. Both compositions are schematically depicted in Figure 9.

![Figure 7. tLTS Representation of "Order Product" Use Case](image)

![Figure 8. (a) Atomic tLTS (t_{\text{LTS}}), (b) skip LTS and (c) stop LTS](image)

![Figure 9. Sequential (left) and Deterministic Choice Composition (right)](image)
\[
M[[v \parallel \varphi]] = M[[v]] \parallel M[[\varphi]], \quad \text{if } \rho(v) = \rho(\varphi) = ?^1
\]
\[
M[[v \parallel \varphi]] = M[[v]] \parallel M[[\varphi]], \quad \text{if } \rho(v) = \rho(\varphi) = !^1
\]
\[
M[[v \oplus \varphi]] = M[[v \parallel \varphi]] \parallel (\varphi \gg v) \parallel (\varphi \gg v)
\]
\[
M[[v \lnot]] = M[[v]] \#_D \text{skip}
\]
\[
M[[\text{stop}(v)]] = M[[v]] \cdot \text{stop}
\]

Noteworthy is the semantic mapping of the ECTT choice operator (\{\}). If both operands are of type primary output (\{^1\}) (e.g., “Display Success Message,” “Display Failure Message”) then the nondeterministic choice (\{^N\}) is used to compose the corresponding tLTSs. Otherwise, if both operands are of type primary input (\{^I\}) the deterministic choice composition (\{^D\}) is employed. This correlates with the assumption of Section II.C that task models do not capture interactions that are invisible to the end user. A direct consequence of this “under-specification” is that all system choices appear to be nondeterministic.

As an example for the semantic mapping, Figure 10 depicts the tLTS representing the “Order Product” task model. There are three final states, among which two (q_{t1b}, q_{t1b}) represent the premature abortion of the task model. One final state (q_{t1s}) represents the successful completion of the task model.

C. Refinement Relation

In this section we define a refinement relation between use case and task models. For a refinement to be valid, we require that the task model only structurally refine the use case model without restricting the set of possible scenarios.

Alternative refinement criteria between use case and task models (e.g., behavioral refinement through trace inclusion [21]) are also plausible, but for the sake of simplicity will not be discussed within this work. Formally, a task model is a refinement of a given use case model, if and only if, the respective tLTSs are testing equivalent.

Definition 5. Refinement. Let \(U\) be a use case model and \(T\) be a task model and \(M_U\) and \(M_T\) their respective tLTS representations. Then \(T\) is a refinement of \(U\) iff: \(M_U \equiv_{te} M_T\).

One precondition for the application of the definition is that the involved tLTSs operate over the same alphabet. In the following, we briefly discuss two techniques to resolve alphabet conflicts, called refinement mapping and action hiding [11]. A refinement mapping collapses a set of transitions in the task model tLTS to a single transition. This is required to compensate for the fact that since task models are more detailed than use case models, an atomic use case step may be refined by more than one atomic task in the task model. For the refinement mapping to be valid we require that a mapping only be defined between actions of the same types. For our “Order Product” example we note the following two structural refinements: (1) The atomic use case step “Primary Actor specifies desired product category” is structurally refined by the tasks “Select Criteria” and “Submit Criteria;” (2) The atomic use case step “Primary Actor selects Product in desired quantity” is refined by the tasks “Select Product,” “Select Quantity” and “Submit.” The task model tLTS after the refinement mapping has been applied is depicted in Figure 10, where the transitions represented by dashed lines are the result of the refinement mapping. A more elaborate discussion about the various refinement mappings possible can be found in [11].

Action hiding is applied to the use case model tLTS to abstract away from all actions that are not present in the task model tLTS. As stated in Section II.C secondary interactions which are irrelevant for UI design, are not captured by task models. Hence, in order to compare use case and task models for refinement, we replace all transitions that are triggered by such actions with \(\tau\) transitions. After application of refinement mapping and action hiding to the “Order Product” task and the use case model tLTSs respectively, the verification that both tLTSs are testing equivalent is straightforward, and we conclude that the “Order Product” task model is a refinement of the “Order Product” use case.

V. A COMPOSITE MODEL FOR INTEGRATED TEST CASE GENERATION

Both the tLTS representing the “Order Product” use case and the tLTS representing the “Order Product” task model (before refinement mapping and action hiding) can be used separately to generate black box test cases. When used separately however, each generated test suite will only cover
parts of the involved interactions (i.e., test cases generated from the use case tLTS do not cover the detailed primary interactions, whereas test cases generated from the task model do not cover interactions with secondary actors). Moreover, the interworking between the functionality and UI cannot be covered. In this section, we elaborate how—under the assumption that the task model is a refinement of the use case model—both models can be merged into a single composite system model and used for the generation of integrated test cases.

We start by outlining the desired high-level behavior of the envisioned composite system model that results from application of our proposed merging procedure. Since task models are more detailed than use case models, the composite model at first adopts the interactions defined in the task model, up until a point where internal and/or secondary interactions are required. That is, whenever a primary input task (e.g., “Submit” in Figure 3) is followed by secondary interactions are required. That is, whenever a

Definition 6. State Correspondence Mappings. Given a use case model $U$ and a refining task model $T$ with $M_U = \{Q_U, L_U, \rightarrow_U, q_{0_U}, F_U, \rho_U\}$ and $M_T = \{Q_T, L_T, \rightarrow_T, q_{0_T}, F_T, \rho_T\}$ as their respective tLTS representations. Furthermore, let $M'_U = \{Q'_U, L'_U, \rightarrow'_U, q'_{0_U}, F'_U, \rho'_U\}$ and $M'_T = \{Q'_T, L'_T, \rightarrow'_T, q'_{0_T}, F'_T, \rho'_T\}$ be the results of refinement mappings and action hiding (Section IV.C) applied to $M_U$ and $M_T$ respectively, such that the original state sets are preserved. We define the functions $\text{TMtoUC}$ and $\text{UCtoTM}$ as follows:

\[
\text{TMtoUC}(q) = \{ q' \in Q'_U \mid \exists \sigma \in \text{traceSTo}(M'_T, q), q'_0 \Rightarrow \sigma \}
\]

\[
\text{UCtoTM}(q) = \{ q' \in Q'_T \mid \exists \sigma \in \text{traceSTo}(M'_U, q), q'_0 \Rightarrow \sigma \}
\]

We illustrate the application of $\text{TMtoUC}$ and $\text{UCtoTM}$ and relate the state sets of the use case tLTS and task model tLTS of Figure 7 and Figure 10. For example, when applied to state $q_{16}$ in the task model tLTS, $\text{TMtoUC}$ yields the set $\{q_{3} \}$ in the use case tLTS. Similarly, if we apply $\text{UCtoTM}$ to state $q_{4}$ in the use case tLTS, we obtain the set $\{q_{16}, q_{17}, q_{18}\}$ in the task model tLTS. Note that if $\text{UCtoTM}$ is applied to $q_{26}$ the same result is obtained. This is a direct consequence of action hiding. The definitions of $\text{TMtoUC}$ and $\text{UCtoTM}$ enable us to formally define the merging of use case and task model tLTSs. Without loss of generality, we assume that the state sets of the use case tLTS and task model tLTS are disjoint.

Definition 7. Merging. Given a use case model $U$ and a refining task model $T$ with $M_U = (Q_U, L_U, \rightarrow_U, q_{0_U}, F_U, \rho_U)$ and $M_T = (Q_T, L_T, \rightarrow_T, q_{0_T}, F_T, \rho_T)$ as their respective tLTS representations. We define the function $\text{merge}$ as follows:

\[
\text{merge}(M_U, M_T) = (Q_U \cup Q_T, L_U \cup L_T, \rightarrow_{UM}, q_{0_U}, F_U, \rho_U, \rho_T)
\]

where the transition relation $\rightarrow_{UM}$ is defined as:

\[
\forall q, q' \in (Q_U \cup Q_T) \forall u \in (L_U \cup L_T). q \rightarrow_{UM} q' \text{ if and only if}:
\]

(i) $q \rightarrow_{T} q' \land q \not\in Q'_T$

(ii) $q \in Q'_T \land \exists q' \in \text{TMtoUC}(q), q' \rightarrow_U q' \land q \rightarrow_{T} q' \land \rho(u) \in \{1^2, 2^2\}$

(iii) $q \in Q_U \land \rho(u) = 1^1 \land \exists q' \in \text{UCtoTM}(q), q' \rightarrow_{T} q'$

Figure 11. Composite tLTS representing the “Order Product” Use Case and Task Model
The resulting composite tLTS is defined over the union of states and actions of the respective use case and task model tLTSs. The typing function is computed in a similar way. The initial state and the final states are identified with the corresponding counterparts of the task model tLTS. The definition of the new transition relation \( \rightarrow_M \) distinguishes between the following four cases: (i) Transitions originating from the state set of the task model tLTS (except for unstable states) remain as specified by \( M_T \); (ii) Transitions originating from an unstable state in \( M_T \) are identified with the transitions originating from corresponding state in \( M_U \). Note that if the task model is a refinement of the use case model there is only one corresponding state; (iii) Transitions originating from states in \( M_U \), if triggered by \( r \) or by actions representing secondary interactions, remain as specified in \( M_U \); (iv) Transitions originating from a state in \( M_U \) triggered by a primary output interaction are identified with the corresponding transition from a trace equivalent state in \( M_T \).

We note that the definition of the transition relation takes advantage of the following: whenever the task model tLTS is in an unstable state \( q \in Q_T \) the corresponding task model expects the choice of two or more primary output tasks (see Definition 4), and hence a “context switch” \( (T\text{MtoULC}) \) to the state set of the use case model tLTS is needed. Similarly, whenever the use case tLTS is ready to perform a primary output action \( !^1 \), the sequence of internal steps and/or secondary interactions in the corresponding use case has ended and a “context switch” \( (U\text{CtoTM}) \) back to the task model state space is defined. We note that according to well-formedness rule (3) for use case models, a secondary interaction can never be followed by a primary input interaction. The merge of the use case model tLTS (Figure 7) and the task model tLTS (Figure 10) results in the tLTS depicted in Figure 11 (only reachable states are shown).

Once the composite tLTS has been generated, it can be used to further drive development of the system. In our case, we are interested in using this model for testing the system, and the integration of functionality and UI. Test cases generated from this model will cover the detailed primary interactions (as specified in the task model), as well as secondary interactions (as specified in the use case model). Test case generation from LTSs has been extensively studied in the literature and any one of several test case generation techniques and strategies available can be used [7;8;9;10].

VI. RELATED WORK

To our knowledge, this is the first attempt to propose a formal integration of use case and task models for the purpose of deriving test cases.

In the literature, test cases are typically derived in a nonintegrated manner either from use case models or from task models. Test case generation from use cases has been proposed by various researchers. Nebut et al. [3] proposes a formal method for deriving both functional and robustness test cases from parameterized use cases, where pre- and post-conditions for use case execution are formalized in OCL. Froehlich and Link [2] describe a manual approach to generating system-level test cases from use cases, including pre-conditions and post-conditions. Each use case is transformed into a state machine which is then used for test case generation based on certain test objectives defined by the tester. In [1], Briand and Labiche describe a method for the derivation of test cases and test oracles from use case diagrams, use case descriptions, and class diagram. Kassel [29] presents a methodology to generate test cases from structured use cases. Similar to our approach, in a structured use case only the sequencing of use case steps is formalized, while the respective actions, as well as associated conditions are specified informally.

The literature has identified task models as a suitable means for generating user interface test cases [5]. The approach presented by Benz [4] uses CTT task models to describe the interaction between users and the system. Based on a formal interpretation of the CTT temporal operators, test cases are derived directly from the task model. The authors also define a set of task model specific coverage criteria such as task coverage, temporal relationship coverage, and random selection. Silva et al. [6] present an approach which uses CTT task models as test oracles for model-based testing of user interfaces. Similar to our approach, task models are transformed into a finite state machine which serves as a basis for test case generation. Testing is facilitated by the “Spec Explorer” tool which automates the execution of test cases.

A merge algorithm for (partial) scenario-based specifications (modal transition systems) is described by Uchtel and Chechik [30]. As a precondition for their approach, it is required that both models describe consistent views of the system. Similar to our approach, alphabet conflicts are addressed through event hiding. The merge is performed through parallel composition of the operand models while synchronizing on shared actions.

VII. CONCLUSION

In this paper, we proposed a method to create an integrated system model for the generation of functional and user interface test cases. The integration is obtained by merging use case and task models. The former are the specification medium of choice for functional requirements, while task models are employed to capture UI requirements and design information. The common semantics of our tLTS formalism forms the basis of the behavioral merge. On their own, the use case and task model tLTSs can be used to generate separate functional or user interface test cases. These test cases however, capture only partial system behavior, which either omits the detailed user interactions, or the interactions with secondary actors. Moreover, the integration of these two aspects is ignored by such test cases.

We have shown that under the assumption that the task model is a refinement of the use case model, i.e., both models are consistent, the artifacts can be combined to obtain a more accurate model of the running system. This model integrates the internal computations and secondary interactions defined in the use case model, with the detailed primary interactions of the task model. Technically, the merge is performed by combining the state sets of tLTSs representing both artifacts in such a way that the resulting tLTS is alternatively either in a task model state or in a use
case state. The resulting composite tLTS can then be used to generate more complete and concrete test cases covering the detailed user interactions and interactions with secondary actors.

As future work, we plan to carry out more comprehensive case studies and applying our integration procedure to real work examples involving use case models and task models. Other avenues also include an extension of the proposed semantics to capture state and data information, which is often employed in use case or task models to express and evaluate conditions. This will likely require the use of Extended Finite State Machine (EFSMs) and corresponding test case generation techniques [10]. Moreover, we envision that the semantic mappings as well as the merging procedure be aided by supporting tools, supporting the non-trivial tasks of authoring, validating, and merging of use case and task models.
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